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寄稿論⽂ 

 

AI の発展と会計学研究 
 

⾸藤昭信 

（東京⼤学） 

 

要 旨 

本稿の⽬的は，AI 関連の会計学研究の主要な論⽂を体系的に整理し，その展開を概説することである。
具体的には，（1）機械学習を利⽤した財務数値の予測，（2）テキスト分析を中⼼とする⾃然⾔語処理の応
⽤，そして（3）⽣成 AI の出現が会計学研究にもたらす新しい潮流，という３つの観点からサーベイを⾏
う。本稿では，それらの研究成果を整理することで，AI の発展が会計学の展開にどのように寄与してきた
のかを明らかにする。 

 

キーワード：AI，機械学習，⾃然⾔語処理，⽣成 AI，会計学 

 

1 本論⽂の⽬的と構成 

 近年，AI（Artificial Intelligence）の進展は社会全体に⼤きな影響を与えており，会計の世界もそ
の例外ではない。AI 技術の中核を成す機械学習（machine learning），深層学習（deep learning），およ
び⽣成 AI（generative AI）は，データの収集，処理および分析のあり⽅を根底から変化させ，会計実
務と会計学研究の両⽅に影響を与えている。会計研究者は AI 技術を活⽤することで，会計の新しい
側⾯の解明やより精度の⾼い分析を⾏うことができるようになった。また AI の会計実務への浸透は，
企業の会計情報の作成と開⽰⾏動を効率化することに加えて，投資家といった会計情報の利⽤者の⾏
動も変化させている。このような AI に伴う会計環境の変容は，会計情報の意義や機能を再検討する
契機を与えている。 

 本稿の⽬的は，AI 関連の会計学研究の主要な論⽂を体系的に整理し，その展開と学術的意義を概
説することである。具体的には，AI 技術のうち，（1）機械学習を利⽤した財務数値の予測に関する
分析，（2）テキスト分析を中⼼とする⾃然⾔語処理の応⽤，そして（3）⽣成 AI の出現が会計研究に
もたらす新潮流，という３つの観点からサーベイを⾏う。本稿では，それらの蓄積を整理することで，
AI の発展が会計学の展開にどのように寄与してきたのかを明らかにする。 

 

2 予測を⽬的とした機械学習の利⽤ 

2.1 従来の研究からの展開 

 機械学習が会計学の領域に利⽤され始めたのは「予測」を重視する研究領域からである。例えば，
企業の倒産，不正会計・修正再表⽰，または将来業績の予測といったテーマは，1970 年代から会計
学の重要な研究領域を形成してきた。これらの研究は，投資家といった利害関係者が将来事象を予測
する際に会計情報を利⽤しているか，すなわち会計情報の有⽤性を確認する重要な研究課題であった。 

 財務⽐率にもとづく倒産予測研究では，ロジスティック回帰やプロビット回帰モデルといった計量
経済学の⼿法を⽤いることで，Altman（1968）の Z スコアや，Ohlson（1980）の O スコアといった
予測スコアが提案されてきた。また不正会計研究では，Dechow et al.（2011）が提案した不正スコア
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（F スコア）は，その後の多くの実証研究の基盤となっている。これらの研究では，研究者は会計学
の理論的裏付けのある説明変数をピックアップして予測を⾏うことで，会計情報の意義および有⽤性
を検討していた。これらの変数が予測事象と有意な関連性を持てば，会計情報とその背後にある会計
理論の有⽤性を⽰唆する結果となるためである。 

 しかし，近年の企業環境は複雑化し，従来の限定的な変数によるモデルでは複雑な現象を⼗分に説
明できないとの認識が⾼まってきた。機械学習の活⽤は，⼤量データと⾼度なアルゴリズムに依拠し
た分析を可能にするため，上記の会計学の予測モデルを改善する可能性を有する。例えば，Perols

（2011）は，会計不正を予測する際の機械学習を中⼼とする 6 つのアルゴリズムの⽐較を⾏った結果，
機械学習による推計が従来の⼿法をアウトパフォームすることを⽰している。また Bao et al.（2020）
はアンサンブル学習（RUSBoost）を⽤いて財務諸表の⽣データから不正を検出するモデルを構築し
た。その結果，従来の⽐率ベースの変数と伝統的なロジスティック回帰モデルを利⽤した分析よりも，
機械学習を利⽤した分析は⾼い予測能⼒を⽰すことを⽰している。さらに近年の業績予想に関する研
究は，機械学習の利⽤は業績予想の正確性を改善することも⽰されている（Jones et al., 2023; Easton 

et al., 2024）。これらの⼀連の研究は，機械学習を予測モデルに利⽤することで予測モデルの精度が
向上することを⽰唆している。 

 

2.2 説明可能な AI 

 機械学習は予測モデルの精度を向上させる⼀⽅で，結果の解釈が困難であるという問題が指摘され
ていた。いわゆる推計モデルの「ブラック・ボックス」の問題である。この問題に対処する 1 つの⽅
法として注⽬されているのが「説明可能な AI（Explainable AI: XAI）」である。この⽅法は，複雑な
アルゴリズムの内部構造を可視化し，意思決定の根拠を提⽰することを⽬的としており，代表的な技
術 と し て LIME（Local Interpretable Model-agnostic Explanations） や SHAP（SHapley Additive 

exPlanations）がある。これらの⼿法の利⽤は，変数ごとに重要度（importance）を計算することで，
それぞれ説明変数の分類能⼒や予測に対する寄与を定量的に⽰すことができる。 

 機械学習を⽤いた会計学研究の近年の最も⼤きな進展の 1 つは，この XAI を導⼊したことである。
予測モデルに利⽤された説明変数（特徴量）の相対的な重要度が把握できれば，会計学研究に与える
含意は⾮常にリッチになるためである。Bertomeu et al.（2021）は，①会計，②資本市場，③コーポ
レート・ガバナンス，④監査，および⑤企業特性といった 5 つの観点から 100 以上の説明変数を⽤い
て，修正再表⽰の発⽣を機械学習（メインは Gradient Boosted Regression Tree）を利⽤して⾒抜くこ
とを試みた。その結果，上位の変数には，従来の研究で重視されてきた会計ベースの変数だけでなく，
資本市場や監査といった変数が選択されていることを⽰した。 

 Zhang Parker et al.（2025）は，将来発⽣する修正再表⽰を⾒抜く予測モデルを構築している。これ
までの研究は，修正再表⽰の発⽣後の検出に焦点を当てていたが，本研究は将来発⽣する修正再表⽰
を予想することで，企業・監査⼈・規制当局・投資家が事前にリスクを把握し，予防的な対応が取れ
るようにしている。分析を⾏った結果，1 年後または 2 年後に発⽣する修正再表⽰を⾒抜く⾼い検出
⼒を有するモデルを識別するだけでなく，SHAP 分析を⾏うことで包括利益，外国企業か否か，未認
識の税制優遇措置の未払利息とペナルティといった項⽬が主要な予測要因となっていることを明らか
にしている。 
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2.3 新しい潮流 

 近年の機械学習を利⽤した研究は，従来の倒産，不正会計・修正再表⽰，または将来業績の予測に
とどまらず，様々な研究領域の拡⼤を⾒せている。第 1 に，会計学の伝統的な研究領域である価値関
連性研究に機械学習を応⽤し，会計情報の有⽤性を再検証する動きがある。価値関連性研究に機械学
習を利⽤することは，会計項⽬と株価の関連性を⾮線形の関係を考慮して捉えるだけでなく，XAI の
利⽤を通じて⼤量の変数の重要度を議論できるというメリットがある。例えば Barth et al.（2023）は，
CART（Classification And Regression Tree）を利⽤して分析した結果，利益や簿価といった伝統的な
会計項⽬の説明⼒は近年低下傾向にあるものの，無形資産や成⻑性に関する会計項⽬の説明⼒は増加
しており，むしろ会計情報全体の説明⼒は増加している，という興味深い結果を提⽰している。また
Starica and Marton（2025）は，利益と株価の関係に関する複数の理論モデルについて，そのモデルが
現実に即しているかを機械学習を⽤いて識別しようとする意欲的な研究である。具体的には，利益と
株価の関係についてあらかじめ関数形を仮定せず，機械学習（Random Forest）を⽤いて推定を⾏い，
理論モデルの予測形状と⽐較するという分析を⾏っている。その結果，実証研究の多くが仮定する線
形モデルではなく，ダイナミック・オプションモデルの予測と最も整合的であることが⽰されている。 

 第 2 に，予測の精度の向上だけでなく，予測の対象が拡⼤し，その分析内容が深化している。例え
ば，近年の研究は，⾦融機関の貸倒期待損失引当⾦（Lu and Nikolaev, 2022），将来の実効税率
（Guenther et al., 2023），アナリスト予想利益（Drake et al., 2024）といった項⽬にも分析対象が拡⼤
している。アナリスト予想利益の分析は多数の先⾏研究が存在するが，Drake et al.（2024）はアナリ
ストの利益予想のスタイルを，機械学習を⽤いて 5 パターンに分類するという興味深い試みを⾏って
いる。例えば，クオンツ型（ファンダメンタルなどの数量分析を重視），コントラリアン型（市場動
向と逆の情報を重視），またはハーダー型（他のアナリスト動向を重視）といった分類である。分析
を⾏った結果，予測スタイルの多様性が⾼いアナリストがフォローする企業では，コンセンサスの分
散は⼤きくなる⼀⽅で，予測の精度は向上することを⽰している。さらにそのような予測の多様性は，
企業の情報環境を改善することも例証している。このような分析は，機械学習がアナリスト予想研究
に新しい知⾒をもたらしているといえる。 

 

3 テキスト分析 

3.1 従来の研究からの展開 

会計学研究におけるテキスト分析（textual analysis）とは，企業の開⽰⽂書や報道，アナリスト・
レポートといった⾮構造化⾔語データを定量的に分析し，経営者の意図や投資家の認識を推定する研
究領域である。分析対象として最も⼀般的なのは⽶国のアニュアル・レポートであり，とくに経営者
による討議と分析（Management Discussion and Analysis: MD＆A）などが主な題材とされてきた。 

この分野の研究は，まず記述情報の情報内容を分析する「トーン」や「可読性」の分析から始ま
った。トーンとは，記述内容の傾向を意味し，例えば将来業績に対して肯定的， 否定的，または中
⽴的か，といった視点から分類される。初期の研究である Bryan（1997）は，約 250 社の MD＆A の
将来業績に関する予測（トーン）を⼿作業で分類し，そのような予測は短期において実際に実現する
ことを⽰した。また Li（2008）は，アニュアル・レポートの可読性を Fog Index を⽤いて計量化し，
企業業績が悪い企業のアニュアル・レポートほど読みにくいことを⽰している。⼀連の研究は，アニ
ュアル・レポートの定性的情報が投資家の意思決定に影響を及ぼすことを実証的に⽰している。 
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初期のトーンに関する研究は，その識別にあたり，単語の発⽣頻度に応じて分類を⾏う辞書ベー
ス・アプローチが取られていた。Li（2010）は，このトーンの分類に機械学習を利⽤した始めての研
究である。MD＆A を分析対象として単純ベイズのアルゴリズムにもとづく分類を⾏い，MD＆A のト
ーンは将来業績と関連を有することを⽰した。また彼は，従来の辞書ベースのアプローチでは同様の
結果が得られないことも⽰している。Li（2010）と先⾏研究との最⼤の相違点の 1 つは，当該研究が
130 億の記述⽂を分類していることである。⾼度な分析⽅法に加えて，サンプル・サイズの⼤きさは
⽐較にならないほど充実している。 

 

3.2 テキスト情報を⽤いた予測 

 機械学習を利⽤するテキスト分析の研究は，財務数値を対象とした分析と同様に，不正会計や信⽤
リスクといった予測を⾏う研究へと展開した。アニュアル・レポート内で財務諸表と⼀緒に開⽰され
る記述情報が，財務諸表数値と同様の予測能⼒を有しているかが関⼼となったのである。 

 まず，不正会計に関する研究として Purda and Skillicorn（2015）は，⽶国企業のアニュアルレポー
ト（四半期報告書含む）の MD&A を対象に，サポートベクターマシンを⽤いて不正企業を識別する
モデルを構築した。その結果，財務⽐率を⽤いた従来モデル（Dechow et al., 2011）よりも⾼い予測
精度を達成した。ただし，記述情報にもとづく彼らの予測モデルは，財務数値にもとづく予測モデル
とは異なる側⾯を捕捉することも明らかにしている。この結果は 2 つの予測モデルを併⽤することの
合理性を⽰唆する。 

 また Brown et al.（2020）は，トピックモデル（Latent Dirichlet Allocation: LDA）を⽤いてアニュ
アル・レポートのトピックを抽出し，それらが不正会計（ミス・リポ―ティング）の発⽣確率を予測
できるかを検証した。分析の結果，不正企業は好業績を強調する⼀⽅で，コストやリスク要因への⾔
及が少ない傾向を⽰すことが確認された。 

 信⽤リスクの予測に関しては，Donovan et al.（2021）がある。彼らは，企業の MD&A やカンファ
レンス・コールを対象に複数の機械学習の結果を統合して⽣成した「信⽤リスク・スコア」が，伝統
的な信⽤リスク指標（Z スコアや O スコアなど）を上回る予測⼒を有することを⽰した。格付情報は
すべての企業で⼊⼿可能ではなく，彼らが推計したスコアはすべての企業に適⽤可能であるという点
から実務的にも有⽤であると主張されている。 

 

 3.3 新しい潮流 

 近年のテキスト分析研究は，単なるトーン分析や予測分析を超え，会計情報の新しい活⽤⽅法を検
討する段階へと展開している。その新しい潮流は，（1）財務情報とテキスト情報の融合，（2）企業
特性や企業⾏動の新たな側⾯の抽出，という 2 つの観点から整理できる。 

 第 1 に，財務分析とテキスト分析の融合である。Kim and Nikolaev（2024）は，MD&A における記
述情報と財務数値の相互作⽤に着⽬し，両者の相互作⽤が企業の将来パフォーマンス予測を改善する
かを調査した。具体的には，深層学習（deep learning）アプローチを⽤いて，①会計数値のみ，②記
述情報のみ，③相互作⽤を考慮せず両者を使⽤，④相互作⽤を考慮して両者を併⽤するという 4 パタ
ーンのモデルを⽐較した。分析を⾏った結果，記述情報と財務数値の相互作⽤が，企業の将来パフォ
ーマンス予測（業績・キャッシュフロー・株式リターン）の精度を⾼めることを明らかにした。特に
財務数値の信頼性が低い場合や経済の不確実性の⾼い時期に，相互作⽤を考慮することで予測精度の



5 
 

改善が顕著になることを⽰している。 

第 2 に，テキスト分析を通じて企業特性や企業⾏動の新しい側⾯を抽出する研究が増加している。
例えば，企業の投資機会集合（Basu et al., 2022）やセグメント分類（Song, 2021）の識別がテキスト
分析で⾏えることが⽰されている。より最近の研究としては，監査領域でもテキスト分析の応⽤が進
んでいる。Hope et al.（2025）は，国際監査基準（ISA）へのコンバージェンスが監査の質に与える
影響を国際⽐較した研究であり，概して，コンバージェンスが監査の質を⾼めることを⽰している。
注⽬すべきは，国際監査基準と各国の監査基準とのコンバージェンスの程度について，機械学習に依
拠して測定していることである。⾃然⾔語処理の技術を⽤いて，ISA と各国の監査基準の類似性を
様々な観点から検出することでコンバージェンスの程度を測定している。 

 また Blankespoor et al.（2023）は，IPO ロードショー（IPO 実施前に⾏う機関投資家向けの説明会）
における経営者プレゼンテーションのテキストを分析し，経営者が投資家に対してどのような情報を
強調するか（pitch）を分析している。その結果，経営者は IPO ロードショーでは，ポジティブな表現
を多⽤し，不確実性な表現が少ないことを⽰している。 

さらに，ESG 分野でもテキスト分析の応⽤が拡⼤している。Lin et al.（2024）は，世界各国のアニ
ュアル・レポートを対象に，単語埋め込みモデルを⽤いて ESG 関連語彙の出現頻度を分析し，ESG

の開⽰傾向を捉える独⾃の辞書を作成した。この辞書をベースにして，近年の ESG 開⽰は，開⽰量
は増加しているが，その質的内容は低下していることなどを⽰している。 

 

 4 ⽣成 AI 

 4.1 研究の体系 

 ⽣成 AI（Generative Artificial Intelligence）は，テキスト，画像，⾳声，コードなどの新たなコンテ
ンツを⽣成する AI 技術であり，社会のあらゆる分野で急速に浸透している。特に ChatGPT に代表さ
れる⼤規模⾔語モデル（Large Language Models: LLMs）に依拠したアプリケーションは，⾔語理解，
要約または推論といった⼈間固有の知的活動を⾼精度に模倣し，その影響は教育，法務，医療のみな
らず，会計・監査分野にも及んでいる。実際に，規制やサービス障害等で ChatGPT が使⽤できない
場合，アナリストの活動または株式市場の取引量などが低下することが近年の実証研究で⽰されてい
る（Bertomeu et al., 2025; Cheng et al., 2025）。⽣成 AI が市場参加者の不可⽋のツールとなっているこ
とが⽰唆される。 

 ⽣成 AI を扱う会計学研究の初期段階では，AI が⼈間の会計専⾨職を代替できるか，という実践的
関⼼から出発した。たとえば，Wood et al.（2023）は GPT を会計・監査の問題に適⽤し，基本的な知
識問題には⼀定の精度で回答できるものの，数値処理や監査判断においては誤答が多いことを報告し
ている。Cheng et al.（2024）は，新しいバージョンの GPT を利⽤することで，既存のフレームワー
クを⽤いた倫理的判断を伴うタスクでは⽣成 AI のパフォーマンスは⾼くなることを⽰している。よ
り体系的な分析を⾏ったのが Eulerich et al.（2024）である。彼らは，⽣成 AI が⽶国の主要な会計資
格試験（CPA, CMA, CIA, EA）に合格できるかを調査し，GPT-3.5 ではいずれの試験にも合格できな
かったが，GPT-4 に Few-shot 学習や ReAct プロンプトを導⼊することで，全ての試験に合格する⽔準
に達することを報告している。この結果は，⽣成 AI が⼈間の専⾨的知識をすでに有していることを
⽰すものであり，会計・監査業界を脅かす結果であると主張している。 

こうした初期研究の後，近年では，⽣成 AI を財務分析や投資意思決定といった具体的な⽂脈に応
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⽤する研究が登場している。特に，アニュアル・レポートやカンファレンス・コールなどのテキスト
情報を題材に，⽣成 AI の能⼒を検証する研究が進展しており，その機能は⼤きく「予測」「分類」
「要約」「抽出・定量化」の 4 つに整理できる。以下では，それぞれの代表的研究を概観する。 

 

4.2 主要な研究成果 

4.2.1 予測 

 ⽣成 AI を活⽤して財務数値や将来業績を予測する研究は，テキスト分析の流れを継承している。
Li et al.（2025）は，ランダムに選ばれた 500 社の四半期決算プレスリリースを GPT-4 に読み込ませ，
業績予想を⾏わせた。その結果，GPT-4 は「早い位置にある⽂章」「可読性の⾼い⽂章」「センチメン
トが明確な記述」などを重視して判断し，情報環境が不透明な場合には数値情報を重視する傾向を⽰
した。また，GPT-4 による予想はアナリスト予想と⽐較して精度が低いが，情報開⽰の質が⾼い企業
では予想精度が顕著に向上することが確認された。 

 Jha et al.（2024）は，カンファレンス・コールのテキストを GPT-3.5 に⼊⼒し，将来の資本的⽀出
額を予測した。その結果，GPT が⽣成する指標は Tobin’s q などの伝統的指標をコントロールしても
⻑期的な投資⾏動を予測できることが⽰された。さらに Kim et al.（2024）は，財務諸表の数値のみ
を GPT-4 に与え，Chain-of-Thought プロンプトを通じて翌期業績の増減益を予想させた。その結果，
単純なプロンプトでは他の機械学習モデルを下回るが，Chain-of-Thought プロンプトを⽤いた場合に
はアナリストやニューラルネットワークに匹敵する精度を⽰した。この知⾒は，⽣成 AI の数値情報
の予測能⼒がプロンプト設計によって⼤きく変化することを⽰唆している。 

 

4.2.2 分類 

 de Kok（2025）は，カンファレンス・コールの質疑応答を題材に，経営者の「⾮回答（non-

answer）」を GPT が識別できるかを検証した。結果として，GPT による分類は既存の機械学習モデル
よりも精度が⾼く，⽣成 AI が経営者の⼝述内容の⽂脈に対する理解が⾼いことを⽰した。 

 また Breitung and Müller（2025）は，79,000 社超の事業内容に関する説明⽂を⽣成 AI でベクトル
化し，コサイン類似度に基づく企業分類指標を構築した。この指標により企業分類を⾏った結果，類
似企業間のリード・ラグ効果を利⽤した取引戦略で有意な超過リターンを得られることを報告してい
る。さらに，Cao et al.（2025）は，⽣成 AI にピア企業を特定させた結果，⼈間の専⾨家が特定した
ピア企業や，ベンチマーク⼿法によるピア企業と⾼い⼀致率を⽰すことが確認された。また，⽣成 AI

が特定したピア企業は，株式リターンや売上⾼成⻑率，粗利率において，対象となる企業との相関が
⾼いことも確認された。以上の結果から⽣成 AI がピア企業を合理的に特定できると結論づけている。 

 Bilinski（2024）は，FTSE100 企業のアニュアル・レポートを GPT-4 で分析し，センチメント・ス
コアが株価反応や翌期 ROA と正の関係を有することを⽰した。同様に，Lopez-Lira and Tang（2024）
はニュースヘッドラインを GPT で分類し，そのセンチメントが株式リターンを予測する上で他のモ
デルを上回ることを確認した。これらの結果は，⽣成 AI の分類能⼒が投資家⾏動分析に新たな有⽤
性を持つことを⽰している。 

 

4.2.3 要約 

 ⽣成 AI の他の特⻑の 1 つは，⻑⽂要約能⼒である。Kim et al.（2025a）は，MD&A およびカンフ
ァレンス・コールを GPT で要約させ，原⽂と要約⽂のセンチメントを⽐較した。要約⽂は原⽂の約
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20％の⻑さであるにもかかわらず，開⽰⽇付近の株価反応をより強く説明することが⽰された。また，
原⽂と要約⽂の差を「膨張度（bloat）」と定義し，⽂章が冗⻑な企業ほど価格効率性が低いことを明
らかにした。また Kim et al.（2025b）は，政治リスクや気候リスクなど特定テーマに焦点を当てた
「ターゲット要約」を作成し，⽣成 AI を通じたリスク指標が株式ボラティリティを説明することを
⽰している。これらの研究は，要約が投資家の情報処理コストを軽減することを⽰唆している。 

 

4.2.4 抽出・定量化 

 ⽣成 AI を⽤いて⾮構造化テキストから指標を抽出・定量化する研究も増えている。Choi and Kim

（2024）は，Form 10-K の記述から企業が税務調査を受けているかを GPT-4 で判定する指標を開発し，
実際の税務当局データと⾼い⼀致率を⽰した。この指標を利⽤して，税務調査中の企業は租税回避を
抑制し，ボラティリティが上昇し，投資や資⾦調達が縮⼩することを明らかにしている。 

 また，Bernard et al.（2025）は，GPT を利⽤して注記情報の XBRL タグから事業の複雑性を測定し，
複雑性が⾼い企業では報告の遅延や市場の価格発⾒の遅れが⽣じることを発⾒した。さらに，Ni et al.

（2023）はサステナビリティ・レポートを対象に，GPT による TCFD 適合スコアを開発している。こ
れらの研究は，⽣成 AI が従来測定することが困難であった事象を抽出または数量化できることを⽰
している。 

 

5 要約と展望 

 本稿では，AI 技術に関連する会計学の論⽂の発⾒事項を体系的に整理した。とりわけ，（1）機械
学習を利⽤した財務数値の予測に関する分析，（2）テキスト分析を中⼼とする⾃然⾔語処理の応⽤，
そして（3）⽣成 AI の出現が会計研究にもたらす新潮流という 3 つの観点から，AI 技術が会計学の
分析⽅法，分析内容および対象範囲をいかに変化させてきたかを明らかにした。 

 第 2 節で⾒たように，機械学習の導⼊は，従来の計量経済学的⼿法が抱えていた変数制約や推計⽅
法の問題を克服し，予測精度を⼤きく向上させた。不正会計・倒産・将来業績の予測といった伝統的
領域において，機械学習は多数の説明変数を同時に扱うことを可能にし，会計情報の有⽤性を新たな
観点から再検証する基盤を提供した。また，XAI の導⼊によって，予測モデルのブラック・ボックス
の問題が緩和され，説明変数の重要度を確認することを通じて得られる会計的知⾒が豊富になった。
これにより，機械学習を⽤いる会計学研究は「予測精度」と「理論的解釈」の両⽴という新しい視点
を持つようになっている。 

 第 3 節のテキスト分析研究は，AI が会計学の対象を「数値」から「⾔語」へ拡張したことを⽰し
ていた。企業の開⽰⽂書やカンファレンス・コールに含まれる記述情報を，⾃然⾔語処理を通じて定
量化することにより，経営者の意図やリスク認識を把握し，市場反応や業績予測を説明できることが
分った。また，数値情報とテキスト情報を融合した分析や，テキスト分析を⽤いた企業特性の抽出と
いった分析も⾏われており，財務数値の分析が主であった会計研究は⼤きく展開していることが確認
できた。 

 最後の第 4 節では，⽣成 AI の登場が会計研究に与えた影響について要約した。初期の研究は AI の
会計に関する知識や回答能⼒を試していたが，近年では，⽣成 AI を実際の会計関連⽂書に適⽤し，
その具体的な能⼒を検証する論⽂が増えている。⽣成 AI が有する能⼒は，テキストの「予測」「分類」
「要約」「抽出・定量化」といった要素に分類された。⽣成 AI が研究⼿法として定着するかは現時点
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では未知数であるが，⽣成 AI が⽣み出すアウトカムの有⽤性を⽰す経験的証拠が蓄積されれば，⽣
成 AI は研究者にとって新しい分析⽅法となり，その結果は様々な判断のベンチマークとなる可能性
を秘めている。 

 

【注】 
1 AI と会計学研究の関係について議論した論⽂として，⾸藤（2019），⾸藤（2022）および伊藤・⾸藤（2024）があ
る。本稿の第 2 節と 3 節の内容は⾸藤（2019，2022），第 4 節の内容は伊藤・⾸藤（2024）と関連が深い。本稿の追
加的な貢献は，最新の論⽂を追加したことに加えて，AI に関するすべての研究領域の体系化と展開を要約したことに
ある。 
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